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Using random number generators in Monte Carlo simulations

F. J. Resende and B. V. Costa
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~Received 5 May 1998; revised manuscript received 10 June 1998!

One of the standard tests for Monte Carlo algorithms and for testing random number generators is the
two-dimensional Ising model. We show that at least in the present case, where we study the two-state clock
model, good random number generators can give inconsistent values for the critical temperature.
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PACS number~s!: 02.70.Lq, 02.50.2r, 05.50.1q
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There has been rapid growth in the use of Monte Ca
techniques in several areas following the developmen
more powerful computers. Of course, with this developm
came the necessity of developing routines for more soph
cated random number generators~RNG’s!. Long sequences
of random numbers are required in numerous application
particular statistical mechanics and particle physics. Mo
Carlo simulations are subject to statistical and system
errors@1,2#. Statistical errors arelessserious in the sense tha
one can control the error bars associated with each mea
ment. However, poor random number sequences lead to
tematic errors in the Monte Carlo simulations@1,3#, which,
in many cases, are impossible to evaluate. Even using h
quality RNG’s we can get into trouble depending on t
Monte Carlo method used, e.g., a single-spin-flip algorit
such as Metropolis or a cluster algorithm such as Swend
Wang or Wolff embedding. Ferrenberget al. @1#, studying
the Ising model where exact results are known, have sh
that high-quality RNG’s may lead to systematic errors
some algorithms due to the existence of unexpected la
correlations. In this work we have used two different Mon
Carlo ~MC! algorithms and two distinct RNG’s to study th
continuous clock model, withn52 ~CM2!, defined by the
Hamiltonian@4#

H52J(
i , j

cos~u i2u j !2hn(
i

cos~nu i !. ~1!

FIG. 1. Magnetic susceptibility forL520. Empty and filled
symbols correpond toRAN2 and RANLUX, respectively. Circles are
for hybrid and squares for Metropolis algorithms.
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HereJ is a coupling constant,hn is a local field, anduk is an
angle associated with the sitek. The parametern sets the
symmetry of the Hamiltonian,n50 is the pure planar rotato
model, n51 corresponds to an external field,n52 hasZ2
symmetry, which corresponds to the Ising universality cla
for any h2Þ0, and so on. We have determined the critic
temperatureTc and the critical exponents forh251. Surpris-
ingly, we obtained different values forTc depending on the
RNG used. The results seem to be independent of the
algorithm.

All the simulations were carried out on an IBM SP2@5#
parallel machine and in a three 200 MHz Pentium PRO cl
ter @6#. We have used lattices of sizeL54, 6, 8, 10, 16, 20,
40, 60, and 100 in order to make a reasonable finite s
scaling analysis. Steps in temperature were of sizedT
50.01 ~temperature is measured in units ofJ/kB). Each
point is the result of averages over 105–(2.53106) indepen-
dent configurations. Close to the maxima of the specific h
and susceptibilities we have used 2.53106 configurations, so
that the calculated error bars were never greater than 0
for the hybrid algorithm discussed below~circles in Fig. 1!.
For the location of the extrema of susceptibility and spec
heat we have used the single histogram technique, wh
allows us to extract the maximum information from our da
@7#.

We have used an algorithm that is a combination of
cluster Wolff embedding with Metropolis realignment
which was successfully used to study the three-dimensio

FIG. 2. Shown from top to bottom are the size dependence
the location of the extrema for the magnetic susceptibiltity,
specific heat, and Binder’s fourth-order cumulant. In all cases
used theRAN2 random number generator.
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Heisenberg model@8# and also the two-dimensionalXY
model @9#. We have also calculated some points using
Metropolis algorithm. Results for the magnetic susceptibi
are presented in Fig. 1 for comparison. For each of the
methods we have used two distinct RNG’s: a multiplicat
congruential~RAN2! @10# andRANLUX, which uses the algo
rithm developed by Lu¨cher@11# based on an algorithm intro
duced by Marsaglia and Zaman@12# and implemented by
James@13#. RANLUX has fourluxury levels and we have use
the fourth level, which has passed all known statistical te
@13#.

It is well known that CM2 has a second-order phase tr
sition @4#. However, the value of the critical temperature
not known. From Fig. 1 it is already evident that the critic
temperature will be estimated differently when using diffe
ent RNG’s. Figures 2 and 3 show the size dependence o
locations of the extrema of different thermodynamic quan
ties when usingRAN2 and RANLUX, respectively. Individu-
ally, each simulation seems to be reliable. However, th
give different values forTc . The difference between the tw
estimated critical temperatures is about 2%, much hig
than the intrinsic errors from the MC method. The quest
of deciding which is the correct one is not an easy ta
Suppose, for example, that we expect the system to b

FIG. 3. Symbols are the same as in Fig. 1. Here we have u
RANLUX.
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some particular universality class. Then we can assume
we will get the correct critical exponents at the critical tem
perature. Having this in mind, we also estimated the criti
exponents using bothRAN2 andRANLUX. The results are pre
sented in Table I. They clearly show that both RNG’s gi
the correct Ising exponents in spite of the estimated crit
temperatures being different by about 2%. This striking b
havior was not reported in the extensive work by Ferrenb
et al. in Ref. @1#, where they studied the Ising model. Th
fact that CM2 is a continuous model seems to play an
portant role. We do not know the cause of this behavior,
certainly it comes from a different source from that su
gested by Ferrenberget al.

In conclusion, we performed a careful Monte Carlo sim
lation of the continuous clock model withZ2 symmetry that
is in the same universality class as the Ising model where
critical exponents are exactly known. We used two differe
random number generators. Although, we found the cor
exponents using both generators, a discrepancy of 2%
found in the critical temperature, which seems to be indep
dent of the used Monte Carlo algorithm. The problem
have found with the RNG’s raises concern about other g
erators. The kind of inconsistency we have observed impo
a potential danger for simulations. In particular this mea
that it is not enough to test RNG’s only in Ising models as
the standard practice in the simulational community.

This work was supported in part by CNPq an
FAPEMIG. We are grateful to Dr. J. K. L. da Silva, J. F
Junior, and M. E. Gouveˆa for reading this manuscript.
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TABLE I. Estimated critical temperatures and exponents us
RAN2 andRANLUX.

Method Tc a b g

RAN2 1.529~5! 0.05~4! 0.13~4! 1.75~9!

RANLUX 1.491~6! 0.00~3! 0.14~6! 1.71~7!

exact 0 0.125 1.75
ys.
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